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A B S T R A C T   

Recently, many companies have increasingly emphasized product appearance aesthetics and emotional 
preference-based design to enhance the competitiveness and popularity of their products. Identifying the 
interaction between product appearance and customer preferences and mining design information from the 
interacting context play essential roles in affect-related design approaches. However, due to the complexity of the 
aesthetic and emotional perception process, obtaining such design information from the interacting context is 
challenging. This paper proposes an affective design approach based on the Kansei engineering (KE) method and 
a deep convolutional generative adversarial network (DCGAN) following the research trend of merging KE with 
computer science techniques in recent years. A case study of the social robot design is conducted to verify the 
effectiveness of this approach. Appearance aesthetic and emotional preference evaluations are adopted by the KE 
method first to identify the crucial features in two categories: (1) The physical features of the outer shape, head 
and color for aesthetics; (2) The emotional features of intelligent, interesting and pleasant for preference per-
ceptions. Based on a manually created social robot image dataset, the DCGAN model is trained to automatically 
generate novel design images. Then several professional designers are involved to fine-tune the generated images 
in detail. The experimental results show that the newly designed social robots tend to obtain positive aesthetic 
and preference evaluations. Practically, such an affective design approach can help industrial design companies 
identify customers’ psychological requirements and support designers in creating new products innovatively and 
efficiently.   

1. Introduction 

Competition in product sales depends on consumer preferences. 
Designing products to increase consumer appeal and promote their 
purchase behavior has always been a focus of attention. Researching the 
effect of customer perceptions on their purchasing behavior is impor-
tant. Many factors, including the product brand, function, appearance, 
and usability, influence customer perceptions. Among these consider-
ations, the product appearance provides the most visual interaction 
between the customer and product. The focus of studying the interaction 
between product appearance and customer perceptions is mainly on 
studying product aesthetics. Aesthetic reactions are a type of feeling 
based on the cognition of the sensory-emotional value invoked by the 

product and the resulting customer perception (Kobayashi, 2018). 
Many studies have revealed the importance of aesthetics in customer 

purchase decisions (Seva et al., 2007; Chen& Chuang 2008; Yadav et al., 
2013; Tyan-Yuet al., 2017). Translating the interacting context of the 
product appearance and customer emotional preferences into design 
information is an affect-related design method. Research has shown that 
appearances can achieve higher customer satisfaction with affective 
design (Yadav, 2013). Product design without the consideration of affect 
is weak. However, until recently, the affective aspects of design have 
been absent from formal theories of design (Jiao et al., 2006), and many 
studies have focused on measuring affect or reflecting affective elements 
in product features. A typical research method is Kansei Engineering 
(KE), which addresses emotional reactions in individual and product 
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interaction processes (Nagamachi, 1997). Scholars have studied the 
relationship between the physical attributes of products and emotions 
with the KE method (Agos, 2014; Kwong et al., 2016; Kuo et al., 2020). 
KE research has become diverse in recent years. The influential scholars 
Nagamachi and Ishihara launched their research on medical devices of 
bedsore-prevention mattress and wheel chair cushions, and they 
researched the service attraction of Kure-city tourism services (Ishihara 
et al., 2018; Nagamachi, 2016). Bouchard researched user experience 
and interaction through a physical and digital taxonomy in automotive 
products (Gentner et al., 2018). Lokman proposed Lokman’s Emotion 
and Importance Quadrant in people’s happiness and well-being in social 
services (Lokman et al., 2019). With the rapid development of e-com-
merce in recent years, there have been many studies on KE research 
merged with computer science for mining customer demands, such as 
online customer comment extraction (Jiao and Qu, 2019; Wonjoon 
et al., 2019). From these cases, it can be seen that research on KE is 
expanding from product attribute interaction with people to the 
all-around improvement in quality of life. The abovementioned themes 
are centered on humanized products and social service research on 
people’s expectations of a high quality of life. 

However, the discipline of affective design reveals less about 
aesthetic appearances. To provide deeper insight into consumers’ will-
ingness to interact with a product and their purchase decisions based on 
emotional feelings, this research uses the issue of product affective 
design to explore the design discipline of converting consumer aesthetic 
perceptions and emotional preferences into design information to guide 
designers to launch affective product designs. This study chooses a social 
robot as the research object. Because social robots have been used in 
families to fulfill education, health, and communication tasks, especially 
in assisting the elderly and children in terms of comfort and conve-
nience, they will become an indispensable daily tool for future families. 
Because of their function in achieving a high quality of life, their 
interaction and response to people are significant research topics. It is 
necessary to expand the study of how to improve the close relationship 
between social robots and people. Affective design as an emotionally 
intimate way to enhance interaction fits this research purpose. This 
paper will launch the research on appearance and emotional cognition 
of social robots to improve their accompanying function by increasing 
their interaction with people. 

This paper has two research objectives. The first objective is to reveal 
the relationship between social robot appearance aesthetics and 
emotional preferences, which provides design guidance for the con-
struction of the affective design approach. The second is to adopt an 
affective design approach to help designers grasp customer aesthetic and 
emotional needs to reduce design complexity and ambiguity by inte-
grating artificial intelligence with human intelligence for innovative 
design. In the affective design approach implementation, we apply the 
deep convolutional generative adversarial network (DCGAN) algorithm 
to generate creative design images to support designers in performing 
novel social robot design to save costs in new product development. The 
reason we choose a DCGAN as the initial design tool is because of its 
image classification and generation function. Several generative deep 
networks have demonstrated the ability to perform image classification 
and generate novel images; in particular, generative adversarial net-
works (GANs) are capable of achieving these goals well (Goodfellow 
et al., 2014; Carlsson, 2019). In image classification, a GAN quantita-
tively assesses features extracted from sample images by unsupervised 
learning, and some implicit features of the sample data are maintained 
in the image generation process. Researchers have already applied this 
function to preserve cultural heritage (Basso, 2020). Based on GANs, 
DCGANs have a similar function and add some deep convolutional 
network structure; they use convolutional filters in the layers of the 
discriminator and generator, which are better able to discern features in 
generating image samples (Ricardo, 2019). Owing to the reliable func-
tion of the DCGAN in image generation, we choose it as the initial design 
creating tool for embryonic forming. Then, a professional designer 

contributes to the detailed design to complete the full design process. 
This research aims to investigate consumer affect and propose a new 

affective design approach for high-preference social robot design. We 
will address the following research problems: ① What are the main 
aesthetic features of social robots? What kinds of affect will arouse 
consumer emotional preference for social robots? ② What is the map-
ping relationship between the physical attributes and emotional pref-
erence features of social robots? ③ How can we merge the key aesthetic 
and emotional features into the design process to create high-quality 
social robots? 

To resolve these issues, we focus on both theoretical research on 
affective design and empirical research on social robot morphological 
and perceptual design. The theoretical research helps us review the 
current status of affective design to fit the research context, while the 
goal of the empirical research is to employ affective design in social 
robots to stimulate interaction between the product and customer by 
high-preference cognition. 

The overall structure of this paper is as follows: In section 2, we re-
view the literature on affective design and DCGANs in terms of contexts 
and methods and the social robot affective design situation. In section 3, 
we propose an affective design approach. In section 4, we verify the 
design approach with a KE and DCGAN training case study. In section 5, 
we discuss the experimental results. Finally, we present the research 
conclusions in section 6. 

2. Related works 

2.1. Affective design 

In this section, we review previous studies to obtain inspiration for 
how affective design influences preferences and the relationship be-
tween affective elements and the product physical features related to 
aesthetic expression. 

Affective design is usually regarded as Kansei design. It concerns the 
product design methodology for capturing customer emotions to trans-
late qualitative perception information into quantitative design infor-
mation (Kwong et al., 2016). The common approach is to collect 
customer Kansei experiences and create models of perceptual product 
elements (Nagamachi, 1995; Jindo & Hirasago, 1997; Hsu et al., 2000; 
Marghani et al., 2013; Shi, 2012; Chang &Chen, 2016; Wang&Zhou 
2020). As appearance perception generally causes aesthetic reactions, 
research on product affect is consequently associated with aesthetic 
research. Previous studies present affective attributes through different 
extraction or measurement methods to comprehensively understand 
visible and invisible customer emotional needs (Chou, 2016; Kwong 
et al., 2016; Wang, 2018; Cheng, 2018; (Llinares and Page, 2011); Chou, 
2016; Yadav, 2013). KE research has been applied in diverse fields in 
recent years, and the combination of computer science has provided a 
wider space for measuring customer cognition in product and service 
design. The research contents mainly include the following five aspects: 
① Emotional feeling extraction by data mining techniques, such as 
natural language processing (NLP), decision trees, and self-organizing 
maps (Yeh&Chen 2018; Wonjoon 2019). These approaches are useful 
to compensate for the small amount of customer emotional testing data. 
② Performing image recognition and labeling customer perceptual vo-
cabulary on images and converting customer emotional feelings from 
images to semantics by artificial intelligence techniques such as CNN (Su 
et al., 2020). ③ Objective customer emotion measurement by physio-
logical instruments, such as eye fixation patterns and event-related po-
tential (ERP) (Hsu et al., 2017; Guo et al., 2020). ④ Product creative 
design approach by algorithms and computer-aided design tools based 
on KE research results, such as fuzzy logic, CAD, and MOEA (Cha-
nyachatchawan et al., 2017; Chiu & Lin, 2018; Shieh et al., 2018). ⑤ 
Application of KE in sustainable design, service design, medical device 
design, and product optimization design (Hartono, 2020; Guo et al., 
2020; Ishihara et al., 2018; Shieh et al., 2018). 
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Although some of these studies match the physical attributes of the 
product with the affective cognition process, the aesthetics expressed by 
physical characteristics interacting with emotive cognition are not clear. 
Therefore, we consider aesthetic experience as a Kansei element to study 
the affective design method to increase customer emotional satisfaction 
in this paper. In this study, the KE method will be used to measure 
customer aesthetics and emotion preferences initially, and similar to 
other research approaches that merge computer science, this study uti-
lizes the deep learning of the DCGAN algorithm to develop an affective 
design approach. 

The importance of this research lies in the formation of an innovative 
design approach to improve customer psychological satisfaction through 
the high efficiency of artificial intelligence design, which cannot be 
replaced by humans. This human-computer interactive design method is 
a trend in future design methods in current highly developed artificial 
intelligence techniques. In addition, as the concern for a high quality of 
life has been emphasized in recent years, social robots as accompani-
ment and communication tools for human beings are strongly needed in 
the future. It is necessary to study how to design social robots that meet 
customer preferences by increasing their interaction with customers for 
better humanized service to enhance their marketing popularity and 
competitiveness. 

Therefore, the contribution of this paper lies in two aspects: ① 
constructing a theoretical affective design approach utilizing the KE 
method and DCGAN method and ② combining the empirical social 
robot design process for high-preference satisfaction design purposes. 

2.2. Deep Convolutional Generative Adversarial Networks 

DCGAN is a class of neural networks proposed by Radford that ex-
pands the GAN with the multilayer perceptron structure of deep con-
volutional neural networks (Radford et al., 2016). It is an unsupervised 
learning tool that uses convolutional networks in both the generator and 
discriminator (Springenberg, 2015). This method allows downsampling 
and upsampling learning in the training process for the representation of 
various kinds of data and generates new data with the same internal 
structure as the original data (Creswell et al., 2018). Therefore, it is 
widely used in many computer vision–related scenarios, such as image 
augmentation (Majtner et al., 2019; Arora et al., 2019; Ye et al., 2018), 
image representation (Chen et al., 2017; Viola et al., 2021; Qiaojing 
et al., 2017) and image generation (Kim et al., 2019; Fang et al., 2018). 

In recent years, GANs and DCGANs have been widely applied in the 
design field (Luce, 2018; Deverall et al., 2017; Zeng et al., 2019; Liu 
et al., 2019; Radhakrishnan et al., 2019; Kherde et al., 2019). In these 
studies, the advantages of utilizing GANs and DCGANs in design are 
focused on two aspects. First, they can generate diverse design images in 
a short time to save development time and reduce costs. Second, GANs 
and DCGANs can create innovative designs to meet customer demands. 

Based on the above analysis, in this paper, we propose an affective 
design approach based on DCGAN training, which enables the automatic 
generation of social robot images. The trained DCGAN model can pro-
vide numerous innovative images for designers to inspire them to create 
higher-level affective designs. The experimental details are given in 
Section 4. 

2.3. Affective design for social robots 

A social robot provides communication functions for humans and 
other physical agents in complicated environments (Duffy et al., 1999). 
The strong functionality of social robots has recently led to widely 
developed research (Kanda, 2001). Robot aesthetics can increase assis-
tive effectiveness, sociability and functionality (Pedro, 2017). The role 
of aesthetics and emotional appeal is closely studied today in the fields 
of industrial psychology and morphology (Gordon, 2016). In these cases, 
the research interest in examining the appeal of robot appearances has 
increased rapidly (Schwartz, 2014). 

Many related studies have examined the specific content of social 
robot appearances and emotional perception in connection with affect 
(Hegel, 2012), including the outer shape of the robot improving the 
emotion invoked Hwang et al., 2013); the facial feature effect for 
satisfaction-based robot design approaches (Huang et al., 2010); the 
influence of the head dimensions in preferred perceptions (Gemperle 
and Forlizzi, 2002); the comfortable feeling and expectation design 
methods for designing robot appearances (Pedro, 2017); and interesting, 
comfortable and familiar assisted learning robots for elderly people 
(Bidin, 2017). These studies demonstrate the close connection between 
appearance and emotional preference in robots. However, a robot’s 
appearance interaction with customers varies, including its facial ex-
pressions, countenance, gestures, etc. (Weinschenk and Barker, 2000). It 
is still not known which factors dominate crucial interactions with 
customers, and the aesthetic appearance that invokes corresponding 
affect is not clear (Jihong, 2013). Additionally, we need to find a con-
crete design approach to improve customer satisfaction. These research 
goals drive the need to investigate the effects of appearance on aesthetic 
and preference stimulation for customer affect design. The experimental 
research below will clarify the above research objectives. 

3. Method 

To analyze and improve the embodied aesthetic and emotional 
preferences for satisfaction stimulation in social robots, an affective 
design approach is proposed in this study. It is driven by the KE method 
and DCGAN training. A questionnaire survey is used to test customer 
aesthetic and emotional preferences to extract crucial aesthetic and 
emotional features for forming the initial design guidance. Then, a 
DCGAN network is trained to generate images to provide rich design 
resources to professional designers’ visualizing detailed designs. This 
approach will help designers develop a design with a human-computer 
interactive design process to promote social robot appeal to cus-
tomers. The overall design process is divided into six steps:  

① First, aesthetic and emotional evaluations are conducted. 
Appearance features and Kansei words are selected as the eval-
uation criteria for testing customer perceptions by expert in-
terviews and a literature summary. Two questionnaires are 
constructed with five-point Likert scales to identify the crucial 
aesthetic and emotional features. Typical examples of social ro-
bots are chosen as research subjects. The selected appearance 
features and Kansei words are used as the independent variables, 
and customer perceptions of aesthetics and preferences are used 
as the dependent variables.  

② Data from the above two questionnaires are collected, and a 
correlation analysis and regression analysis are conducted. The 
correlation analysis aims to find the connection of aesthetics with 
emotional preferences. The regression analysis extracts the 
crucial features that have impacts on customer aesthetic and 
emotional preference perceptions.  

③ The mapping relationship of physical attributes and Kansei words 
is determined to obtain affective design guidance based on the 
previous questionnaire results.  

④ A DCGAN is trained to generate new social robot images. Social 
robot images are first collected to build the database, set the 
hyperparameters and implement generator training and 
discriminator training based on the TensorFlow learning frame-
work (Taehoon Kim, 2016). New social robot images will be 
generated based on DCGAN training. These images retain some 
database image features and gain some creativity through this 
unsupervised learning process.  

⑤ Creating affective new designs by professional designers’ work is 
based on step four, generating images. The designers choose 
DCGAN-generated images randomly to develop a visualization 
and fine-tune the social robot design in detail. They are guided by 
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the third step, physical attribute and Kansei word mapping 
relationship instruction, to improve the appearance aesthetics 
and preference perceptions of customers with the Pro/Engineer 
software.  

⑥ The new social robot aesthetic and emotional perceptions of 
customers are tested; the same questionnaire as in the second step 
is used, and correlation analysis, regression analysis and com-
parison with the robot objectives in the second step is imple-
mented to verify the validity of this affective design approach. 
Obtaining the feedback of the evaluation result is the first step in 
updating the aesthetic and emotional preference evaluation 
information. 

Overall, this proposed affective design approach aims to create a 
clear, objective design for aesthetic attraction and emotional preference 
acquisition in social robots with a human-computer interactive stimu-
lation design method. The experiments employing the Semantic Differ-
ential questionnaire survey, DCGAN training and designers’ 
participating designs are carried out, and the concrete framework is 
shown in Fig. 1. 

4. Case study 

To verify the proposed approach, we performed experimental 

verification. The empirical study has five parts. The first part is the 
aesthetic and preference evaluation questionnaires. The second part is 
the physical attribute and Kansei word mapping relationship question-
naire. The third part is the DCGAN training for new image generation. 
The fourth part is the detailed design from the professional designers. 
The fifth part is the new design aesthetic and preference evaluation. 

Fig. 1. The framework of the affective design approach.  

Table 1 
Appearance interaction features.  

Researcher (year) Appearance interaction features 

Zhang et al. (2015) Face, Arms, Torso, Legs 
Hwang et al. (2013) Head, Trunk, Arms, Legs 
Chung and Ryoo 

(2018) 
Outer shape, Joint and body structure, Size (Relative to) 

Ryu et al. (2007) Ratio (proportion between head and height) 
Paiva et al. (2012) Joint expression actualization level (High expressive 

articulation-Low expressive articulation) 
Song et al. (2017) Color (with sound and vibration) 
Lee et al. (2015) Height, Form, Color 
Fong et al. (2003) Embodiment, Morphology, Body language, Facial expression 
Ghaoui (2005) Height, Color, Head  
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4.1. Aesthetic and preference evaluation questionnaires 

4.1.1. Selection of the subjects and aesthetic features 
Fong et al. classified the appearances of social robots into four cat-

egories: anthropomorphic, zoomorphic, caricatured and functional so-
cial robots (Fong et al. (2003). In this paper, we selected nine social 
robots that have gained popularity in recent years as subjects from 
professional social robot websites and books. To determine which 
appearance features primarily affect customer aesthetic perceptions, we 
initially identified the main interacting features between customers and 
robot appearance (Table 1). Based on these studies, we asked 50 par-
ticipants (20 professional designers and 30 university students) to select 
the main features affecting their aesthetic perceptions. Finally, six fea-
tures were selected as the main interacting features: the outer shape, 
head (with facial expression), limbs (arms and legs), proportion (be-
tween the head and height), color and size. According to these identified 
features, we identified the six features of these nine subject robots to use 
to understand their overall appearance, as shown in Fig. 2. 

4.1.2. Identifying the preference criteria 
To measure customer emotional preferences for social robots, we 

applied the KE method of SD scales to evaluate customer affect. Initially, 
we identified the affect features with literature studies (Table 2). To 
confirm the typical Kansei words as the affective features, we asked 50 
participants (the same as in section 4.1.1) to select the words that 
appropriately describe customer emotional preferences from the words 
in the table. Finally, 10 Kansei words were selected: ‘intelligent’, 
‘interesting’, ‘sociable’, ‘pleasant’, ‘useful’, ‘new’, ‘safe’, ‘friendly’, 
‘lively’, and ‘simple’. These words were used as the criteria for the 

customer preference evaluation in the subsequent questionnaire. 

4.1.3. Aesthetic evaluation questionnaire setting 
The first questionnaire aimed to test the aesthetic perceptions of the 

nine subject appearances. The evaluation questions included both in-
dependent variables and dependent variables. The independent variable 
was ‘The overall appearance aesthetics evaluation (Y)’, and the depen-
dent variables were ‘The impact of appearance features’, including the 
outer shape (x1), head (x2), limbs (x3), proportion (x4), color (x5), and 
size (x6). The questionnaire was rated on a 5-point Likert-type scale with 
scores from 1 to 5 (1, not at all, to 5, strongly agree). 

The questionnaire sample consisted of 484 participants (180 males 
and 304 females) between 18 and 75 years of age. Participants were 
recruited and tested on a university campus and Internet network from 
January 2 to March 5, 2020. We did not find a difference between the 
testing methods. The participants answered the questions in an average 
time of 13 min. Their answers contributed to determining how 
appearance factors affected the overall aesthetics. 

4.1.4. Data analysis of aesthetic evaluation questionnaire 
This study processed the data with statistical product and service 

software (SPSS 25) for the correlation analysis and regression analysis. 

4.1.4.1. Reliability analysis. The Cronbach alpha coefficient was found 
to be 0.987 (Table 3), which demonstrated the reliability of this ques-
tionnaire. Therefore, the scale used in the analysis was reliable. 

4.1.4.2. Aesthetic evaluation. The aesthetic appearance score was a 
significant index to illustrate how customers perceive the overall 
impression and attraction of robots. The dependent variable score re-
flected the degree of aesthetic judgment. The evaluation score showed 
that the highest aesthetic evaluation was for robot no. 6 (M = 4.09, SD =
1.054), the second was robot no. 7 (M = 4.01, SD = 1.070), and the third 
was robot no. 4 (M = 3.94, SD = 1.107). The least aesthetic robot was 

Fig. 2. Nine social robot appearances.  

Table 2 
Social robot preference Kansei words.  

Researcher (year) Affection interaction features 

Hwang et al. 
(2013) 

Sociable, outgoing, confident, friendly, nice, pleasant, helpful, 
hardworking, emotionally stable, adjusted, intelligent, 
imaginative, flexible 

Mitsunaga et al. 
(2008) 

Cute, amusing, amiable, warm, thoughtful, quiet, awareness, 
nonobstructive, responsible, diligent, earnest, honest, likeable, 
active, quick, lively 

Osawa and Imai 
(2010) 

Formal-informal, Flexible-inflexible, New-old, Gentle- 
horrible, Interesting-uninteresting, Hot-cold 
Intimate-not intimate, Pleasant-unpleasant, Lively- gloomy, 
Wise-foolish, Showy-plain, Fast-slow 
Unselfish-selfish, Simple-complex, Understandable-difficult to 
understand, Strong-weak, Queer-cool 

Jensen (2018) Happy, feeling, sociable, compassionate, emotional. Capable, 
responsive, interactive, reliable, competent, knowledgeable, 
boring, credible, engaging, likable, enthusiastic, scary, 
strange, awful, awkward, dangerous, aggressive 

Scopelliti et al. 
(2005) 

Interesting, lively, amusing, dynamic, stimulating, pleasant, 
useful, relaxing, worrying, scary, depressing, dangerous, out of 
control, embarrassing, overwhelming  

Table 3 
Reliability analysis.  

Reliability Statistics 

Cronbach’s Alpha N of Items 
0.987 73  

Table 4 
Comparison of the four social robot categories.   

Ranking Mean Std. Deviation 

Anthropomorphic group (no. 1 and no. 2) 3 3.78 1.151 
Zoomorphic group (no. 6, no. 7 and no. 9) 2 3.80 1.007 
Caricatured group (no. 4 and no. 5) 1 3.86 1.014 
Functional group (no. 3 and no. 8) 4 3.64 1.113  
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robot no. 9 (M = 3.31, SD = 1.420). 
To reveal the aesthetic differences among these four categories of 

robots, we put robots of the same category in the same group to calculate 
their mean value (Table 4). The descriptive data showed that the cari-
cature group of robots, no. 4 and no. 5, had the highest scores (M = 3.86, 
SD = 1.014); the zoomorphic group of robots, no. 6, no. 7 and no. 9, had 
the second highest scores (M = 3.80, SD = 1.007); the anthropomorphic 
group of robots, no. 1 and no. 2, (M = 3.78, SD = 1.151) ranked third; 
and the least aesthetic group was the functional group of robots, no. 3 
and no. 8 (M = 3.64, SD = 1.113). 

4.1.4.3. Correlation analysis. To ascertain the relevance of the six in-
dependent variables on the dependent variable (aesthetic), we per-
formed a correlation analysis (Table 5). The Pearson correlation 
coefficient (r) and p-value showed that all six independent variables had 
closely correlated dependent variables. This result showed that all the 
appearance features are correlated with aesthetic perception. 

4.1.4.4. Regression analysis. In this section, we aimed to predict the 
value of dependent variable of appearance aesthetic based on the in-
dependent variables of outer shape, head, limbs, proportion, color, and 
size. For this purpose, we first assumed that the independent variables 
have linear correlation with the dependent variable. We ran a multiple 

Table 5 
Correlation analysis.   

Outer 
shape 

Head Limbs Proportion Size Color 

r p r p r p r p r p r p 

no. 
1 

0.777** 
0.000 

0.766** 
0.000 

0.757** 
0.000 

0.776** 
0.000 

0.752** 
0.000 

0.735** 
0.000 

no. 
2 

0.770** 
0.000 

0.726** 
0.000 

0.735** 
0.000 

0.752** 
0.000 

0.731** 
0.000 

0.758** 
0.000 

no. 
3 

0.784** 
0.000 

0.785** 
0.000 

0.772** 
0.000 

0.779** 
0.000 

0.758** 
0.000 

0.759** 
0.000 

no. 
4 

0.751** 
0.000 

0.688** 
0.000 

0.674** 
0.000 

0.667** 
0.000 

0.705** 
0.000 

0.672** 
0.000 

no. 
5 

0.745** 
0.000 

0.749** 
0.000 

0.733** 
0.000 

0.735** 
0.000 

0.729** 
0.000 

0.718** 
0.000 

no. 
6 

0.781** 
0.000 

0.798** 
0.000 

0.785** 
0.000 

0.727** 
0.000 

0.761** 
0.000 

0.790** 
0.000 

no. 
7 

0.778** 
0.000 

0.779** 
0.000 

0.713** 
0.000 

0.740** 
0.000 

0.746** 
0.000 

0.750** 
0.000 

no. 
8 

0.777** 
0.000 

0.790** 
0.000 

0.792** 
0.000 

0.805** 
0.000 

0.755** 
0.000 

0.794** 
0.000 

no. 
9 

0.785** 
0.000 

0.791** 
0.000 

0.756** 
0.000 

0.769** 
0.000 

0.790** 
0.000 

0.776** 
0.000  

Table 6 
Regression analysis.   

Durbin- 
Watson 

Adjusted R 
Squared 

ANOVA 
Sig. 

Coefficients Regression model 

Model Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig. Collinearity 
Statistics 

B Std. 
Error 

Beta Tolerance VIF 

no. 
1 

2.120 0.699 0.000 (Constant) 0.296 0.111  2.669 0.008   Y(1) = 0.296 +
0.294x1+0.197x2+
0.2x4 

x1 0.294 0.047 0.292 6.298 0.000 0.290 3.444 
x2 0.197 0.050 0.199 3.916 0.000 0.241 4.146 
x4 0.200 0.055 0.198 3.612 0.000 0.208 4.812 

no. 
2 

1.786 0.639 0.000 (Constant) 0.117 0.129  0.910 0.363   Y(2) = 0.117 +
0.406x1+0.184x4+
0.298x6 

x1 0.406 0.070 0.368 5.774 0.000 0.184 5.425 
x4 0.184 0.077 0.167 2.383 0.018 0.152 6.596 
x6 0.298 0.080 0.269 3.708 0.000 0.142 7.051 

no. 
3 

1.951 0.695 0.000 (Constant) 0.405 0.102  3.988 0.000   Y(3) = 0.405 +
0.226x1+0.235x2+
0.191x4+0.124x6 

x1 0.226 0.056 0.228 4.052 0.000 0.200 5.005 
x2 0.235 0.055 0.247 4.274 0.000 0.189 5.287 
x4 0.191 0.056 0.196 3.412 0.001 0.192 5.219 
x6 0.124 0.055 0.124 2.260 0.024 0.210 4.759 

no. 
4 

2.052 0.585 0.000 (Constant) 0.916 0.125  7.337 0.000   Y(4) = 0.916 + 0.453x1+0.19x5 
x1 0.453 0.060 0.468 7.517 0.000 0.222 4.505 
x5 0.190 0.068 0.192 2.787 0.006 0.182 5.506 

no. 
5 

1.848 0.637 0.000 (Constant) 0.635 0.114  5.570 0.000   Y(5) = 0.635 +
0.213x1+0.222x2+
0.154x5 

x1 0.213 0.056 0.218 3.827 0.000 0.231 4.330 
x2 0.222 0.059 0.236 3.764 0.000 0.191 5.238 
x5 0.154 0.063 0.152 2.457 0.014 0.195 5.115 

no. 
6 

2.164 0.710 0.000 (Constant) 0.734 0.111  6.627 0.000   Y(6) = 0.734 + 0.138x1 
+0.221x2+0.166x3+0.064x4+
0.214x6 

x1 0.138 0.054 0.146 2.565 0.011 0.186 5.365 
x2 0.221 0.052 0.237 4.212 0.000 0.191 5.245 
x3 0.166 0.056 0.173 2.959 0.003 0.176 5.681 
x4 0.064 0.030 0.093 2.099 0.036 0.308 3.246 
x6 0.214 0.053 0.225 4.068 0.000 0.197 5.075 

no. 
7 

1.933 0.676 0.000 (Constant) 0.726 0.109  6.633 0.000   Y(7) = 0.726 + 0.32x1+0.285x2+
0.142x6 x1 0.320 0.048 0.341 6.637 0.000 0.255 3.929 

x2 0.285 0.056 0.301 5.064 0.000 0.190 5.266 
x6 0.142 0.060 0.148 2.371 0.018 0.173 5.774 

no. 
8 

1.729 0.702 0.000 (Constant) 0.389 0.104  3.742 0.000   Y(8) = 0.389 + 0.146x1+0.17x3+
0.244x4+0.187x6 x1 0.146 0.060 0.145 2.444 0.015 0.175 5.704 

x3 0.170 0.063 0.170 2.681 0.008 0.153 6.543 
x4 0.244 0.068 0.245 3.578 0.000 0.131 7.621 
x6 0.187 0.063 0.184 2.958 0.003 0.159 6.299 

no. 
9 

1.814 0.698 0.000 (Constant) 0.161 0.102  1.567 0.118   Y(9) = 0.161 +
0.187x1+0.295x2+
0.218x5+0.217x6 

x1 0.187 0.066 0.181 2.835 0.005 0.154 6.505 
x2 0.295 0.055 0.295 5.406 0.000 0.210 4.767 
x5 0.218 0.067 0.208 3.243 0.001 0.152 6.580 
x6 0.217 0.060 0.206 3.585 0.000 0.190 5.272  
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linear regression analysis to check this assumption. The result is shown 
in Table 6. The p-values of nine regression analyses were 0.000, which 
proved the assumption was tenable, and the independent variables 
reliably predicted the value of dependent variables. This explained a 
linear relationship between the independent variables and the depen-
dent variable. To determine whether there was similarity among inde-
pendent variables in the regression model, we adopted the 
multicollinearity test. The results of regression analyses showed that the 
Durbin Watson statistic (D.W.) of each regression model was approxi-
mately 2, and the variance inflation factor (VIF) was between 1 and 10. 
These results demonstrated that no correlation existed among inde-
pendent variables in each regression model. 

We also needed to determine the impacts of the independent vari-
ables of appearance features on each robot aesthetic. Table 6 shows the 
detailed data of each regression model. We selected the independent 
variables those p-values were less than 0.05 to form the regression 
model. For example, regression model no.1 consisted of the independent 
variables x1, x2 and x4, and regression model no.9 consisted of inde-
pendent variables x1, x2, x5, and x6. To examine the strength of the 
impacts in the six independent variables intuitively, we counted the 
number of times the six independent variables appeared in the regres-
sion models. The highest frequencies were the outer shape, occurring 
nine times, and the head and color, occurring six times. Thus, we 
identified these three features of outer shape, head and color as the 
crucial features affecting the aesthetic appearance of social robots. 

4.1.5. Emotional preference evaluation questionnaire 
The second questionnaire aimed to test which features affect the 

emotional preference evaluation, primarily from the affect perspective. 
The same nine social robots were the survey subjects. The dependent 
variable in the questionnaire was ‘the overall preference evaluation’, 
and the independent variables were the Kansei words identified in sec-
tion 4.1.2, including ‘intelligent’ (x1), ‘interesting’ (x2), ‘sociable’ (x3), 
‘pleasant’ (x4), ‘useful’ (x5), ‘new’ (x6), ‘safe’ (x7), ‘friendly’ (x8), ‘lively’ 
(x9), and ‘simple’ (x10). This questionnaire also applied five-point Likert 
scales with scores from 1 to 5. The questionnaire survey participants 
were the same as those in the first questionnaire, which meant that the 
same 484 people answered this questionnaire after the first question-
naire. The participants’ viewpoints contributed to determining the af-
fective features for social robot preference. 

4.1.5.1. Reliability analysis. The Cronbach’s alpha was 0.993 Table 7), 
reflecting the high reliability of this questionnaire. 

4.1.5.2. Preference evaluation. The emotional preference score indi-
cated the affective attraction and the purchase possibility. Robot no. 6 
had the highest preference (M = 4.02, SD = 1.109), followed by robot 
no. 7 (M = 3.92, SD = 1.076), robot no. 4 (M = 3.88, SD = 1.117), and 
robot no. 9 (M = 3.33, SD = 1.424). Compared with the previous 
aesthetic ranking, we found that the top three rankings of aesthetics and 
preference were for the same robots, no. 6, no. 4, and no. 7, and the two 
lowest rankings of aesthetics and preference were also for the same ro-
bots, no. 2 and no. 9. We took the aesthetic and preference data for the 
nine robots as two groups and analyzed their correlations (Table 8). The 
p-value was 0.000, which illustrated the strong correlation between 
appearance aesthetics and emotional preferences. Fig. 3 depicts the 
comparison of aesthetic evaluation with the blue line and the preference 
evaluation with the orange line for each robot. We can see that the 
fluctuations of these two lines were almost the same, which indicated 
that the participants’ aesthetic and emotional perceptions were similar 
for each social robot. 

4.1.5.3. Regression analysis. Similar to the analysis in aesthetic evalu-
ation, we used the same method to check the value of the dependent 
variable of emotional preference. We first assumed there exists a linear 
relationship among the variables of emotional preference. We ran a 
multiple linear regression analysis. Table 9 shows that the p-values of all 
nine regression analyses were 0.000, which demonstrated the assump-
tion was tenable, and there existed linear correlation between inde-
pendent variables and the dependent variable. We then tested whether 
there existed multicollinearity among independent variables. The D.W. 
of each regression model was approximately 2, and the VIF was between 
1 and 10. These results demonstrated that no correlation existed among 
independent variables in each regression model. 

Table 7 
Reliability analysis.  

Reliability Statistics 

Cronbach’s Alpha N of Items 
0.993 109  

Table 8 
Correlations of aesthetics and preferences.    

Aesthetic Preference 

Aesthetic Pearson Correlation 1 0.895a  

Sig.(2-tailed)  0.000  
N 484 484 

Preference Pearson Correlation 0.895** 1  
Sig.(2-tailed) 0.000   
N 484 484  

a Correlation is significant at the 0.01 level (2-tailed). 

Fig. 3. The comparison between aesthetic and preferences.  
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Table 9 
Preference regression analysis.   

Durbin- 
Watson 

Adjusted R 
Squared 

ANOVASig. Coefficients Regression model 

Model Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig. Collinearity 
Statistics 

B Std. 
Error 

Beta Tolerance VIF 

no. 1 2.062 0.789 0.000 (Constant) 0.221 0.088  2.499 0.013   Y(1) = 0.221 + 0.306x1 +0.254x2+0.134x10 +
0.149x7+0.104x3 x1 0.306 0.046 0.311 6.689 0.000 0.203 4.929 

x2 0.254 0.049 0.256 5.167 0.000 0.178 5.605 
x10 0.134 0.037 0.135 3.578 0.000 0.309 3.239 
x7 0.149 0.041 0.156 3.672 0.000 0.243 4.109 
x3 0.104 0.050 0.102 2.094 0.037 0.185 5.396 

no. 2 1.927 0.834 0.000 (Constant) 0.032 0.078  0.410 0.682   Y(2) = 0.032 + 0.365x4 +0.269x1+0.193x2+0.153x7 
x4 0.365 0.050 0.361 7.319 0.000 0.141 7.099 
x1 0.269 0.045 0.256 6.019 0.000 0.190 5.269 
x2 0.193 0.048 0.187 4.013 0.000 0.158 6.342 
x7 0.153 0.046 0.156 3.345 0.001 0.158 6.348 

no. 3 2.067 0.802 0.000 (Constant) 0.149 0.081  1.843 0.066   Y(3) = 0.149 + 0.244x2 
+0.244x5+0.177x1+0.163x6+0.121x4 x2 0.244 0.047 0.245 5.211 0.000 0.185 5.419 

x5 0.244 0.044 0.251 5.519 0.000 0.199 5.037 
x1 0.177 0.047 0.180 3.733 0.000 0.177 5.665 
x6 0.163 0.044 0.161 3.666 0.000 0.212 4.710 
x4 0.121 0.047 0.123 2.558 0.011 0.176 5.677 

no. 4 1.975 0.754 0.000 (Constant) 0.406 0.096  4.237 0.000   Y(4) = 0.406 + 0.227x4 +0.294x1+0.288x2+0.232x8-0.136x9 
x4 0.227 0.055 0.235 4.109 0.000 0.156 6.418 
x1 0.294 0.045 0.305 6.535 0.000 0.234 4.270 
x2 0.288 0.051 0.286 5.655 0.000 0.199 5.022 
x8 0.232 0.051 0.234 4.558 0.000 0.193 5.177 
x9 − 0.136 0.043 − 0.143 − 3.191 0.002 0.253 3.946 

no. 5 2.005 0.794 0.000 (Constant) 0.271 0.085  3.202 0.001   Y(5) = 0.271 + 0.181x4 
+0.171x1+0.242x8+0.218x2+0.119x6 x4 0.181 0.051 0.188 3.529 0.000 0.150 6.682 

x1 0.171 0.047 0.177 3.645 0.000 0.181 5.538 
x8 0.242 0.046 0.242 5.217 0.000 0.198 5.054 
x2 0.218 0.050 0.223 4.389 0.000 0.165 6.063 
x6 0.119 0.046 0.119 2.589 0.010 0.200 4.997 

no. 6 2.098 0.776 0.000 (Constant) 0.389 0.092  4.216 0.000   Y(6) = 0.389 + 0.406x2 +0.29x4+0.128x3+0.094x9 
x2 0.406 0.050 0.408 8.040 0.000 0.180 5.564 
x4 0.290 0.045 0.294 6.382 0.000 0.219 4.574 
x3 0.128 0.046 0.134 2.809 0.005 0.203 4.934 
x9 0.094 0.040 0.098 2.340 0.020 0.264 3.783 

no. 7 1.872 0.814 0.000 (Constant) 0.383 0.080  4.775 0.000   Y(7) = 0.383 + 0.214x2 
+0.258x4+0.141x1+0.167x8+0.135x3 x2 0.214 0.048 0.226 4.440 0.000 0.148 6.738 

x4 0.258 0.043 0.268 6.064 0.000 0.197 5.065 
x1 0.141 0.048 0.150 2.958 0.003 0.149 6.703 
x8 0.167 0.041 0.172 4.065 0.000 0.215 4.658 
x3 0.135 0.045 0.144 3.020 0.003 0.169 5.910 

no. 8 1.802 0.821 0.000 (Constant) 0.165 0.079  2.099 0.036   Y(8) = 0.165 + 0.266x4 +0.263x1+0.202x3+0.14x9+0.094x5 
x4 0.266 0.047 0.267 5.704 0.000 0.170 5.896 
x1 0.263 0.044 0.261 5.944 0.000 0.192 5.199 
x3 0.202 0.045 0.201 4.510 0.000 0.186 5.368 
x9 0.140 0.042 0.144 3.351 0.001 0.201 4.978 
x5 0.094 0.045 0.093 2.100 0.036 0.187 5.338 

no. 9 1.740 0.828 0.000 (Constant) 0.081 0.073  1.113 0.266   Y(9) = 0.081 + 0.347x2 +0.213x8+0.237x4+0.166x1 

x2 0.347 0.054 0.344 6.456 0.000 0.126 7.946 
x8 0.213 0.047 0.211 4.503 0.000 0.162 6.155 
x4 0.237 0.053 0.235 4.430 0.000 0.127 7.862 
x1 0.166 0.049 0.162 3.402 0.001 0.157 6.351  
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To understand which independent variables had the strongest im-
pacts on preference, we counted the frequencies of the ten independent 
variables in the nine regression models. Intelligent (x1), interesting (x2) 
and pleasant (x4) obtained the highest frequencies, occurring eight times 
in these regression models compared with the other seven independent 
variables of lower frequencies. Based on this data analysis, we identified 
these three independent variables as the crucial features affecting 
customer emotional preference evaluations. 

4.1.6. Aesthetic and emotional preference relationship questionnaire survey 
To mine the relationship between aesthetic appearance and 

emotional preferences, a questionnaire on the emotional impressions of 
social robots’ physical attributes was conducted. We selected 500 social 
robots from relevant professional books and websites as the sources of 
stimuli, such as JIBO, SoftBank Robotics, and BUDDY, to detect the 
mapping relationships among the three main physical aesthetic features 
(outer shape, head, and color) and the three main preference features 
(intelligent, interesting and pleasant). In the experiment, we showed 
participants all the social robot images and asked them to answer the 
questions based on the impressions of these images overall. The ques-
tionnaire content is displayed in Table 10. Participants were allowed to 
choose one or more emotional preference features in each question; 532 
participants (215 male, 317 female) answered this questionnaire. 

The results showed that the participants had the ‘interesting’ feeling 
mostly about robot outer shapes, with a frequency of 342 times; the 
participants had the ‘pleasant’ feeling mostly about the robot color, with 
a frequency of 279 times; and the participants had the ‘intelligent’ 
feeling mostly about the robot heads, with a frequency of 311 times. This 
result implied that the outer shape chiefly elicited ‘interesting’ affect, 
the color mainly elicited ‘pleasant’ affect, and the head primarily eli-
cited ‘intelligent’ affect. This finding was important in guiding the 
designer to create high-preference social robot designs with the clear 
consideration of customer aesthetic and emotional needs. 

4.2. DCGAN training 

In this section, we trained a DCGAN to generate new social robot 

images as the initial affective design. The empirical study was divided 
into two steps. The first step was to select experimental examples of 
social robots to build a database. The second step was to train a DCGAN 
to generate new robot images. Once the database was trained, the 
DCGAN model can be used to generate new images automatically from 
the random input vectors. In the case study of this paper, we used the 
trained model to generate 64 new social robot images for affective 
design purposes. 

4.2.1. Data collection 
Building a robot-related image dataset is the first and foremost step 

in the DCGAN model training process. In a previous study, we found that 
zoomorphic and caricatured robots could gain higher preferences 
among the four robot categories. In this experiment, we collected 1000 
zoomorphic and caricatured social robot images from robot books and 
websites. We asked 50 participants (the same participants as in section 
4.1.1) to select the social robots that gave them ‘pleasant’, ‘intelligent’ 
and ‘interesting’ feelings, and the physical attributes of their outer 
shapes, heads or colors could increase participants’ aesthetic attention. 
Finally, 428 social robots with corresponding features were selected and 
used in our training dataset. Each sample was processed into a 256 * 256 
pixel image. 

4.2.2. Network training 
Hyperparameter setting: In the training process, noise is added to 

make the model more stable. The weight parameters were optimized 
using a backpropagation algorithm. The cross-entropy loss is used as the 
loss function of the network. The epoch value was set to 600. All ex-
periments were implemented based on the TensorFlow learning frame-
work (Taehoon Kim, 2016). In the model parameter set, β1 was set to 0.5 
for the Adam optimizer. The initial learning rate was set to 0.0002. The 
input noise z obeyed a uniform distribution of [-1,1]. 

Generator Training: In the generator, deconvolution and rectified 
linear unit (ReLU) activation functions were applied. The input noise z 
was obtained first. The input of the generator was an input sample that 
obeyed a uniform distribution. We reshaped z and performed batch 
normalization on the obtained data. Nonlinear ReLU transformation was 
performed to gobtain the output h0 of the first nonlinear layer. As shown 
in Fig. 4, we used 256, 128, 64, and 3 convolution kernels to transform 
the data dimensions with three deconv2d operations (Radford et al., 
2016). After data batch normalization, a nonlinear ReLU transform was 
applied. Then, we obtained the output vaglues of the second to fifth 
nonlinear layers, called h1 to h4, respectively (Fig. 5). Finally, h4, ob-
tained from the fifth layer, was subjected to nonlinear tanh trans-
formation to obtain the final generated images. 

Discriminator Training: In the discriminator step, we used a Lea-
kyReLU to implement the convolution operation. The real and generated 

Table 10 
Aesthetic and preference relationship questionnaire content.   

Intelligent Interesting Pleasant 

Please choose the feeling(s) you can sense 
from the robot outer shape.    

Please choose the feeling(s) you can sense 
from the robot color.    

Please choose the feeling(s) you can sense 
from the robot head.     

Fig. 4. Generator network structure of the DCGAN (Radford et al., 2016).  
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images were used as the input x of the discriminator. Additionally, a 
batch normalization operation is used in each layer. In the DCGAN 
training of these robot samples, the first layer used a LeakyReLU and 
conv2d, the last three layers used conv2d, BN, and a LeakyReLU, and the 
final layer added a linear layer of one hidden unit to the sigmoid 
function. 

4.2.3. Experimental results 
Finally, a total of 64 robot images were produced. These generated 

images are different from the appearances of the images in the initial 
dataset. However, their appearances are not unique. We cannot take 
them as completely new designs. In this case, we asked professional 
designers to participate in the detailed visual design work. 

4.3. Detailed design 

In this experimental process, we asked four professional designers 
who had 10 years of experience in industrial design to adapt DCGAN- 

generated images to design complete robots. Each designer first 
randomly selected one image as the embryonic form and then designed 
under the guidance that the main features of the selected image should 
be preserved and that an interesting outer shape design, intelligent head 
design, or pleasant color design should be used as the design paradigm. 
The designers used Pro/Engineer design software for the visualizing 
design work. Finally, four social robots with clear appearances were 
created. In this in-depth detailed design process, designers incorporated 
their subjective judgments and thinking based on guidance from 
aesthetic and emotional design guidance. This process was considered to 
be a human-computer interaction design process. The DCGAN model 
was used to generate a creative robot embryonic form, and designers 
were in charge of visualizing the detailed design to obtain an overall 
final design that was appealing to the customer. 

Based on the DCGAN feature extraction for the sample robots, this 
method enables inheritance of the general aesthetic and preference 
quality of the sample robots and generates some initial innovative im-
ages. This image generation process can be viewed as inspiration for 

Fig. 5. Robot images generated after different numbers of training epochs: (a) 1 epoch; (b) 50 epochs; (c) 300 epochs; (d) 600 epochs.  

Fig. 6. Design process integrating computer intelligence and human intelligence.  
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subsequent designer creation. We should note that such work cannot 
replace the designer’s effort in the design process. With the generated 
design images, designers can expand their innovation by deep creative 
thinking. This design method integrating computer intelligence and 
human intelligence reduces the uncertainty risk and increases the af-
fective design efficiency because of the powerful image classification 
and generation functions of the DCGAN (Fig. 6). 

4.4. The evaluation of the new designs 

In this section, we tested customer aesthetic and preference per-
ceptions for the four new social robots. The same questionnaire surveys 
as in sections 4.1.3 and 4.1.4 were used. A total of 387 participants (149 
males and 231 females) answered the questionnaires online and offline 
from May 12 to July 10, 2020. 

4.4.1. Reliability analysis 
The Cronbach’s alpha was 0.990 (Table 11), reflecting the high 

reliability of this questionnaire. 

4.4.2. Aesthetic evaluation 
The aesthetic evaluation results are shown in Fig. 7. New robot no. 4 

obtained the highest score (M = 4.26, SD = 1.035), followed by new 
robot no. 1 (M = 4.07, SD = 1.099), new robot no. 3 (M = 3.99, SD =
1.077) and new robot no. 2 (M = 3.73, SD = 1.206). We compare the 
four new robots with the four highest robots from section 4.1.3 in Fig. 8. 
The green line shows that the four social robots of the 4.1.3 section 
questionnaire earned high scores, and the red line shows the four newly 
designed robots. We can see that two of the scores of newly designed 
robots were higher than those of section 4.1.3 robots. This result illus-
trates that the proposed design approach of DCGAN training integrated 
with professional design can create aesthetically improved robots. 

To test which were the crucial aesthetic features of these four newly 
designed robots, We performed a regression analysis, as shown in 
Table 12. All the regression models included the independent variables 
of the outer shape, color and head, with p-values less than 0.05, and we 
counted the frequencies of the seven independent variables in the 
regression model. The results showed that the outer shape, head and 
color had the highest frequencies, four times, in these seven regression 
models, which illustrated that these three features mainly affected the 
aesthetic evaluation. This result demonstrates that the proposed affec-
tive design approach was efficient in retaining the outer shape, color and 
head features of the 428 samples. 

4.4.3. The preference evaluation 
The preference questionnaire results are shown in Fig. 9. New robot 

no. 4 obtained the highest score (M = 4.21, SD = 1.033), followed by 

Table 11 
Reliability analysis.  

Reliability Statistics 

Cronbach’s Alpha N of Items 
0.990 82  

Fig. 7. Aesthetic evaluation ranking.  

Fig. 8. Aesthetic comparison between the initial robots and new robots.  
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new robot no. 1 (M = 4.06, SD = 1.080), new robot no. 3 (M = 3.99, SD 
= 1.132) and new robot no. 2 (M = 3.84, SD = 1.189). We also compare 
these results with those of the experimental four highest-preference 
robots in section 4.1.4 (Fig. 10). The red line represents the newly 
designed robots, and the green line is section 4.1.4 robots with high 
preference scores. Three of the preference scores for the newly designed 
robots were higher than the previous ones. This result illustrates that the 
proposed affective design can effectively create new preferred social 
robots. 

To test what the crucial effecting features of preference were, we also 
performed regression analysis (Table 13). The results showed that the p- 
values of the independent variables ‘intelligent’, ‘interesting’ and 
‘pleasant’ were less than 0.05, which shows the strong impacts of these 
three features on the preference-dependent variable. We counted the 
frequency of each independent variable in the regression models, and 
the highest frequencies were ‘intelligent’, ‘interesting’ and ‘pleasant’. 
This result verified that the proposed affective design method to obtain 
‘intelligent’, ‘interesting’ and ‘pleasant’ emotional features can increase 
customer preference. 

5. Results 

In this study, we proposed an affective design approach with the KE 
method and DCGAN to automatically generate social robot images, 
which can support companies or designers to create innovative social 
robots that meet the aesthetic and emotional needs of customers. To 
verify the feasibility and effectiveness of this approach, a case study was 
implemented to illustrate whether the new design increased customer 
preference. The results show that the proposed design approach is 
effective for customer affective design purposes. The key findings of this 
research are summarized below:  

① The zoomorphic and caricatured categories of social robots 
obtain higher aesthetic and emotional preference evaluations 
compared with the anthropomorphic and functional categories.  

② According to the results of correlation analysis in aesthetic and 
preference questionnaires, the perception of aesthetic appearance 
and emotional preference are closely related. Their evaluation 
scores fluctuate in almost the same way. Therefore, it can be 
inferred that the two factors can influence each other’s percep-
tions from customer viewpoints.  

③ The outer shape, head and color are the main physical features 
affecting aesthetic perception by regression analysis. Corre-
spondingly, ‘intelligent’, ‘interesting’ and ‘pleasant’ are the main 
emotional features affecting customer preference by regression 
analysis. The aesthetic features and emotional features have 
mapping relationships with each other. The ‘intelligent’ feature is 
mainly mapped to the head of social robots. The ‘interesting’ 
feature is mainly mapped to the outer shape, and the ‘pleasant’ 
feature is mainly mapped to the color. These findings are useful in 
obtaining aesthetic and emotional preference affective design 
guidance.  

④ This study proposes an affective social robot design approach 
driven by the Kansei method and DCGAN. To test the validity of 
this proposal, we selected 428 social robots in the zoomorphic 
and caricatured categories as experimental samples for DCGAN 
training. Sixty-four innovative robot images are generated by the 
trained DCGAN model. Four professional designers visualized 
four images specifically with ‘interesting outer shape’, ‘intelligent 
head’ and ‘pleasant color’ design guidance with the Pro/Engineer 
design software. The four newly designed robots obtained high 
aesthetic and emotional preference evaluations. This experiment 
shows the validity and feasibility of this affective design proposal. 
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6. Discussion 

6.1. The reason for research on integrating KE and computer science 

In this study, the object choice of social robots reflects the increasing 
demand for humanized service and communication in the coming highly 
developed society. This study follows the contemporary KE research 
trend of seeking tools to achieve a high quality of life and studies how a 
product can provide a pleasant and comfortable service with attractive 
appearance and emotional satisfaction for intimate interaction. The 
importance of this research is to determine the customer satisfaction on 
aesthetic features and emotional preference features and provide an 
innovative approach for image generation human-computer interactive 
design. The newly designed social robots tend to increase their inter-
action with customers to achieve their humanized function perfor-
mance. Additionally, recent KE studies have mainly focused on 
collecting and extracting customer perception by comments or testing 
their cognition by various instruments. These research results are less 
continuously utilized in the creation of concrete design. In this study, the 
initial KE research result is used to instruct the following design creation 
process. This is a relatively comprehensive design study for assisting 
designers in conducting purposeful and complete design work. There-
fore, this study provides comparatively specific theoretical and empir-
ical design research on merging the KE field with computer science. 

The proposed affective design approach integrates the Kansei 
method, artificial intelligence and human intelligence to meet customer 
psychological needs. The initial Kansei evaluation was used to identify 
the main perception features that provide innovative design guidance. 
The middle stage of DCGAN training is to inherit the aesthetic and 

emotional qualities of sample robots by image classification and image 
generation. The final design stage of professional designers visualizing 
the detailed design maintains the features of the DCGAN-generated 
images but adds designers’ subjective thinking for affective design. 
Therefore, the final new designs preserve the qualities of both the 
DCGAN-generated images and the designer’s personal creation. 
Compared with the traditional social robot design approach of human- 
intelligence-based design judgment and analysis, the proposed 
approach grasps customer needs more purposefully. The KE method 
enables us to extract the customer aesthetic and preference features to 
form design guidance in the initial design stage. DCGAN training for 
image generation is an embryonic design formation process. The 
powerful DCGAN function of new image generation provides rich 
inspiration for subsequent detailed design work, and designers can 
obtain many design materials to enrich their design judgment and 
thinking. Thus, this approach takes advantage of human-computer 
interaction design for innovative design resource creation and forming 
customer preference design rules, which is useful to reduce the risks and 
time costs of new social robot development. 

6.2. The possible way to involve text mining techniques in this work 

This research collected the data of affective features and preferences 
by literature studies and a customer questionnaire. One limitation of 
these methods is that the data collection is time consuming and not wide 
enough. Compared with the traditional methods, online customer re-
views of various e-products naturally enable us to gain insights on user 
needs and user preferences and provide a large amount of data. Many 
researchers have noted the value of customer comments (Park, 2019; 

Fig. 9. Preference comparison of four new robots.  

Fig. 10. Preference comparison between the initial robots and new robots.  
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Table 13 
Preference evaluation regression analysis of the four new robots.   

Durbin- 
Watson 

Adjusted R 
Square 

ANOVASig. Coefficientsa Regression model 

Model Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig. Collinearity 
Statistics 

B Std. 
Error 

Beta Tolerance VIF 

no. 1 
(new) 

1.996 0.792 0.000 (Constant) 0.309 0.105  2.956 0.003   Y(1) = 0.309 + 0.382x1 +0.336x4+0.135x2- 
0.244x7+0.166x5+0.150x3 x1 0.382 0.060 0.391 6.409 0.000 0.149 6.733 

x4 0.336 0.046 0.336 7.338 0.000 0.264 3.786 
x2 0.135 0.059 0.136 2.301 0.022 0.158 6.344 
x7 − 0.244 0.048 − 0.259 − 5.109 0.000 0.214 4.664 
x5 0.166 0.048 0.174 3.448 0.001 0.218 4.583 
x3 0.150 0.057 0.157 2.630 0.009 0.155 6.433 

no. 2 
(new) 

1.936 0.830 0.000 (Constant) 0.208 0.090  2.301 0.022   Y(2) = 0.208 + 0.391x1 +0.259x4+0.139x8+0.157x2 

x1 0.391 0.053 0.404 7.383 0.000 0.150 6.661 
x4 0.259 0.048 0.254 5.416 0.000 0.205 4.888 
x8 0.139 0.051 0.142 2.726 0.007 0.166 6.014 
x2 0.157 0.062 0.156 2.511 0.012 0.117 8.578 

no. 3 
(new) 

2.005 0.817 0.000 (Constant) 0.240 0.095  2.514 0.012   Y(3) = 0.240 + 0.316x2 +0.344x4+0.194x1+0.147x5- 
0.173x7+0.119x3 x2 0.316 0.059 0.316 5.383 0.000 0.141 7.096 

x4 0.344 0.056 0.337 6.100 0.000 0.159 6.277 
x1 0.194 0.056 0.201 3.478 0.001 0.146 6.865 
x5 0.147 0.052 0.151 2.837 0.005 0.171 5.860 
x7 − 0.173 0.050 − 0.184 − 3.447 0.001 0.171 5.848 
x3 0.119 0.055 0.124 2.161 0.031 0.148 6.761 

no. 4 
(new) 

2.133 0.774 0.000 (Constant) 0.239 0.113  2.107 0.036   Y(4) = 0.239 + 0.208x1 +0.260x6+0.228x2+0.145x4+0.125x3 

x1 0.208 0.059 0.209 3.546 0.000 0.172 5.809 
x6 0.260 0.055 0.252 4.730 0.000 0.212 4.726 
x2 0.228 0.059 0.226 3.876 0.000 0.177 5.660 
x4 0.145 0.057 0.142 2.549 0.011 0.193 5.193 
x3 0.115 0.057 0.116 2.028 0.043 0.184 5.436  
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Yoon et al., 2020) and have expanded the data collection by text mining 
online reviews. Customer comments may include various kinds of in-
formation, such as the overall customer satisfaction and the product 
performance in terms of function, quality, durability, etc. Sentiment 
analysis that uses machine learning and natural language processing 
techniques, such as clustering methods, network-based analysis and 
neural networks, can automatically classify the words of customer re-
views according to their literal meaning and analyze text to measure 
customer sentiment (positive, negative, neutral, and beyond). In addi-
tion, the text mining technique enables researchers to analyze the 
connection between words used in comments to find profound correla-
tions between product performance and user preference. Therefore, 
customers’ emotional preferences expressed in adjectives may be iden-
tified by specific machine learning models and form the basis of critical 
affective features. Therefore, online customer review data provide a 
high-quality resource for helping designers make informed design de-
cisions. In addition, text mining can analyze not only emotional 
perception but also other kinds of information such as service life, de-
fects, and expectations, which provide useful information for raising 
designer’s perception in their design process. However, there remain 
some limitations in the text mining-based methods. For example, all 
comments originate from customer viewpoints and often lack authority 
and professionalism. In this case, we must synthesize the opinions of 
experts from designers or product manufacturers or other professionals 
to determine the final crucial affective features. In future work, we plan 
to integrate online review mining and expert judgment to explore 
customer emotional perception. 

6.3. The applications in industrial companies 

This proposed affective design approach can be applied in the in-
dustrial field in the following two cases: ① For products with diverse 
physical attributes, designers can use the proposed approach to deter-
mine the key aesthetic features and develop a targeted design to achieve 
high customer preference. When product appearance is relatively inte-
grated, the physical attributes are not diverse enough, which means it is 
difficult to apply this design approach. For example, a cup design is 
almost a whole shape. It is difficult to distinguish cup attributes sepa-
rately to attract customers. In this case, this affective design approach is 
recommended for designing products that have rich appearance attri-
butes, such as cars and household appliances. Designers can adopt af-
fective design by aiming at the most prominent appearance attributes. 
Based on the theory of DCGAN, the greater the difference in appearance, 
the more novel images can be created in the image generation process. 
② As the realization of this approach needs plenty of image data for 
DCGAN deep learning, this approach is recommended to be applied for 
designing products that are depicted widely in images on the Internet, in 
books, etc. The images collected from multiple sources should be 
diverse. 

Based on the above analysis, the contributions of this research lie in 
the affective design approach, which can not only help designers save 
time and energy costs but also enable a wide range of industrial appli-
cations. Design companies and institutions can also apply this approach 
to many types of products to seek innovative design opportunities. 

7. Concluding remarks 

Identifying the interaction between product appearance and 
customer preferences and mining design information from the inter-
acting context often play essential roles in affect-related design ap-
proaches. Therein, this study presents an affective design approach 
driven by customer aesthetic and emotional needs, using an integrated 
method of the KE and DCGAN. We conduct a task of social robot design 
to showcase the effectiveness of this approach. First, the physical attri-
butes of the outer shape, head, and color are identified as the crucial 

customer aesthetic features, and the Kansei words of intelligent, inter-
esting and pleasant are identified as the crucial emotional features, 
yielding the design guidance that an interesting outer shape design, 
pleasant color design and intelligent head design are customers’ stron-
gest preferences. Then, DCGAN training on social robot images is 
implemented to generate innovative new images. Four professional 
designers are invited to visualize and fine-tune these new images 
through in-depth and fine-tuned detailed design. We finally use the 
questionnaire survey method to evaluate the popularity of the newly- 
generated designs. The results elucidate that our approach can help 
designers to identify customer’s aesthetic and emotional needs and 
further develop more popular and competitive social robots. The main 
contribution of this approach is the application of DCGAN to support the 
design process. The trained DCGAN promote the automatic design of 
innovative robot images, which can preserve the features of samples in 
the database and provides efficient inspiration for the subsequent design 
work. With these newly generated images, designers would have 
numerous choices for affective design expansion. Therefore, this human- 
computer interactive design approach is useful in improving innovative 
creation efficiency with accurate customer aesthetic and emotional need 
identification and realization. 

However, this research still has some limitations. First, the social 
robot database used in this research is a small-scale set, which might 
limit the quality of generated results by DCGAN. Second, in the final 
stage of the proposed design process, designers often follow design 
guidance based on the previous KE research result, while the way they 
conduct the design work is difficult to quantify. Besides, the relationship 
between independent and dependent variables involved in this paper 
needs more exploration and discussion. In future work, we plan to 
collect more samples to increase the quality of the dataset, thus improve 
the performance of the DCGAN model. In addition, we will perform 
quantitative research on the realization of intelligent, interesting and 
pleasant emotional features of social robot physical feature expression 
with a comprehensive human-computer interaction design method. 
Moreover, we will analyze both linear and nonlinear regression and 
compare their differences to identify more accurate relationships among 
variables. 

In sum, this research might be the first step toward an affective 
design method that merges KE and DCGAN to help both product de-
signers and industrial companies in various potential ways. Further ef-
forts can be made to explore the use of the proposed method under 
diverse design conditions. 
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Appendix  

Table S.1 
The source of the pictures  

Anthropomorphic social robot Caricatured social robot 

no. 1[1] no. 2[2] no. 4 [4] no. 5[5] 

Zoomorphic social robot Functional social robot 

no. 6 [6] no. 7[7] no. 9 [9] no. 3 [3] no. 8 [8] 

Note:[1] ïhttps://www.generationrobots.com/en/402336-academic-edition-robot-humanoïde-programmable-nao-evolution-rouge.html 
[2] https://newatlas.com/robot-super-model-hrp-4c/11268/ 
[3] https://www.lucarobotics.com/blog/best-robots-in-the-world 
[4] https://www.avatarion.ch/en-1/robots/ 
[5] https://www.jibo.com/ 
[6] https://us.aibo.com 
[7] https://www.kiki.ai/ 
[8] https://www.amazon.ca/Maximilian-Interactive-Recording-Detection-Color-Coded/dp/B07BYJPHJ4 
[9]https://robots.ieee.org/robots/paro/  
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